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Lösungen und Transkription 
 

1. Lösungen : How Facebook works … 
 

Auch Lösungen, die nicht dem hier aufgeführten Wortlaut entsprechen, inhaltlich jedoch 
übereinstimmen, gelten als richtig. 

Item Lösungen 
Bewertungs-

einheiten 

1 Fake news may have influenced election. 1 

2 Man bled to death on Facebook Live. 1 

3 alert Facebook / flag the post 1 

4 hate speech / indecent contents / nudity / sexism / 
sexist contents 1 

5 check / monitor / decide on / remove contents 1 

6 subcontractors (in Warsaw and the Philippines) 1 

7 
a) Subcontractors can’t see the entire posts. 
b) They must work at an extremely fast rate. / 

They must decide in 10 seconds. 

1 

1 

8 consume the news / have public discourse  1 

9 doesn’t have the (core) competency for it (for a 
media company) 1 

10 skeptical 1 

Summe 11 

 

2. Transkription : How Facebook works … 
 

Steve Inskeep: We have some inside information on how Facebook works – specifically, it's 
information about how Facebook regulates what you see, everything from hate speech to fake news 
stories and more. It's all in the news because of concerns that fake news stories may have influenced 
voters in last week's election. But it's been an issue for Facebook for quite some time. NPR's Aarti 
Shahani learned how Facebook does what it does, so we got her on the line for what is not a fake news 
story. 

Aarti Shahani: Hi. How are you? 

Steve Inskeep: So how big is this? How much bigger is this than just fake news? 
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Aarti Shahani: It's way bigger than fake news, and it's something that we're seeing over and over and 
over again with a different controversy of the moment. So for example, over the summer, you'll recall, 
there were these three high-profile shootings, right, against police officers and against two black men, 
one of whom bled to death on Facebook Live. At that point during the summer, employees in the 
company told me that users are flagging each other's posts left and right. That is, users can alert 
Facebook to a post and say, hey, this violates your rules; I want this taken down. 

Steve Inskeep: The rules having to do with what's hate speech and what's not, what's decent and 
what's not, that sort of thing. 

Aarti Shahani: Yeah, and not just hate speech but, for example, what's nudity, what's sexist. It's 
actually quite strict. 

Steve Inskeep: And then the question you sought to answer was, how do they actually enforce those 
rules, given the complexity of all the different kinds of things that are put online? What did you find? 

Aarti Shahani: So Facebook's head of global policy, a woman named Monika Bickert, said that any 
time a post is flagged, her staff comes together and puts a lot of thought into the decisions about what 
stays up and what comes down, but they deeply consider the context of each post. She used that word 
over and over again to suggest we are really thoughtful, and we stand by our decisions. 

Steve Inskeep: So it sounds pretty good, but what did you find about what they actually do? 

Aarti Shahani: The truth is, Facebook actually has an entire army of subcontractors out in Warsaw 
and in Manila − the Philippines. And because of privacy laws as well as technical glitches, these 
subcontractors can't even see the entire post that they're looking at. And they're pressured to work at an 
extremely fast rate − about one post every 10 seconds. 

Steve Inskeep: So the people who are supposed to be figuring this out and monitoring hate speech and 
other kinds of offensive speech have to decide in 10 seconds, based on hardly any information? 

Aarti Shahani: They have to decide quickly, and they are in a work environment that encourages 
them to go at lightning speed. Let's just say they have a regular shift at the rate of one post every 10 
seconds. That means each person is clearing about 3,000 posts a day. That's very different from 
thoughtful, slow and precise. [2:34] 

[3:03] 

Steve Inskeep: Does Facebook not really want to be in this business, not really want to be making 
editorial choices for their consumers? 

Aarti Shahani: Well, you know, I think they're ambivalent. Basically, Mark Zuckerberg at age 19 
starts this company. He describes it as a technology company just connecting people. Then he makes 
all these very strategic moves to make Facebook the thing through which you consume the news, the 
thing through which you have public discourse. And it also has to be a safe space where people don't 
feel threatened. So it's getting very, very messy. And he is clearly now the CEO of a media company, 
and it's not clear that he has the core competency for it. 

Steve Inskeep: Aarti, thanks for your reporting. 

Aarti Shahani: Thank you. [3:11] 
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Quelle: https://www.npr.org/sections/alltechconsidered/2016/11/17/495827410/from-hate-speech-to-
fake-news-the-content-crisis-facing-mark-zuckerberg?t=1582199975693 (0:00-2:34, 3:03-3:40) 
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